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1.0 INTRODUCTION: THE
COMPLETE SOLUTION FOR LOCAL
AREA NETWORKS

The key to providing a complete solution for
local area networks (LANs) is VLSI—integrating
critical system level functions and providing the
performance, reliability and flexibility required
for cost-effective designs. By combining it's ad
vanced process technology, experience in com
munications peripherals and growth in LAN
technology, INTEL has developed the first com
plete VLSI solution for LANs, the 82586 Local
Communications Controller (LCC). And, com
bined with the 82501 Ethernet*Serial Interface
(ESI) and readily available transceivers, users
now have a complete solution for the Ethernet
physical and data link layers.

System level functions, previously supported by
the host CPU, have been integrated on-chip.

The 82586 implements the entire frame trans
mission and reception process, including
managing transmit and receive buffers in
memory, without CPU intervention. A powerful
set of diagnostics and error reporting facilities
is also available for effective fault detection and

isolation. Applications flexibility is achieved
through the controller's programmable network
parameters. Designers are able to tailor the
82586 parameters for emerging LAN applica
tions such as "serial backplanes" within a
cabinet and local serial connections of worksta

tion peripherals such as keyboards or printers.

Fully compatible with the Ethernet and pro
posed IEEE 802 specifications, the 82586 LCC
and 82501 ESI represent the first complete VLSI
solution for Ethernet and other emerging
CSMA/CD LAN applications.

'Ethernet is a trademark of Xerox Corporation.
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Before discussing the specifics of a local area
network and its implementation, it is useful to
first review the emerging "open systems" inter
connection model for communications net

works. Local area networks can then be

described within the communications model

and, finally, the solutions that VLSI and software
offer.

As with a simple telephone conversation, com
munications between two stations (a word pro
cessor and the disk file in Figure 2.1) over a
connecting wire involves the orderly transmit
ting and receiving of messages (or sentences in
a conversation). In order to proceed with the
exchange of messages, both parties must first

agree to a set of rules for conducting the mes
sage exchange (or conversation).

The International Standard Organization (ISO),
in an effort to encourage "open" networks,
whereby equipment (and/or networks) from
multiple vendors can be interconnected, devel
oped the open systems interconnection (OSI)
reference model to form the basis for all network

development. In simple terms, it logically
groups the functions and sets of rules neces
sary to establish and conduct communications
between two or more parties into seven layers.
Ethernet, for example, implements the first two
layers, the physical and data link layers, of the
reference model. The layers of the OSI model
are summariazed in Figure 2.2.

LAYER

NUMBER

NETWORK
MANAGEMENT

PRESENTATION

APPLICATION

TRANSPORT

NETWORK

DATA LINK

PHYSICAL

SESSION

7  SELECTS APPROPRIATE SERVICE FOR APPLICATIONS

6  PROVIDES CODE CONVERSION, DATA REFORMATTING

5  COORDINATES INTERACTION BETWEEN
END-APPLICATION PROCESSES

4  PROVIDES END-TO-END DATA INTEGRITY
AND QUALITY OF SERVICE

3  SWITCHES AND ROUTES INFORMATION

2  TRANSFERS UNITS OF INFORMATION TO
OTHER END OF PHYSICAL LINK

1  TRANSMITS BIT STREAM TO MEDIUM

Figure 2.2 ISO Open Systems Model
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PHYSICAL LAYER

The physical layer describes the physical media
over which the bit stream is to be transmitted.

Such specifics as type of cable (coax, twisted
pair, etc.) signal levels, bit rate, etc. are
described in the physical layer. In short, it de
scribes the actual physical media over which
the bit stream is transmitted and the method of

transmission i.e., baseband or broadband.

DATA LINK LAYER

The data link layer describes the rules for
transmitting on the physical media. Such items
as the format of the information (or frame) and
procedures for obtaining control of the physical
media (referred to as the media access meth
ods), transmitting the frame, and releasing the
physical media are described in the data link
layer.

NETWORK LAYER

The network layer governs the switching and
routing of information between networks. Be
cause all station-to-station communication

within a single local area network is point-to-
point, the Network layer is not necessary for a
single LAN system.

TRANSPORT LAYER

The transport layer assures end-to-end integrity
and provides for the required quality of service
for exchanged information. End-to-end ac
knowledgements of successful message recep
tions are performed by the transport service, for
example.

SESSION LAYER

The session layer manages the requesting and
deleting of virtual circuit connection services
provided by the Transport layer. The layer is also
responsible for the mapping of logical names to
network addresses.

PRESENTATION LAYER

The presentation layer provides for any neces
sary translation, format conversion, or code
conversion to put the information into a
recognizable form.

APPLICATION LAYER

The application layer directly serves the com
municating end-user application process by
providing the distributed information service

appropriate to the application and its manage
ment. Network services such as file server,

electronic mail or virtual terminal protocols are
provided by the Application layer.

NETWORK MANAGEMENT

Network management is responsible for opera
tion planning, which includes the gathering of
operational statistics such as errors and traffic.
It is also responsible for network initialization
and maintenance (fault detection and isolation).
Rather than being defined as a layer in the open
systems model, network management inter
faces with each layer in order to perform its
tasks.

The physical and data link layers of the OSI
model assure interconnectability. By imple
menting a particular physical and data link
specification, equipment from multiple vendors
can be physically and electrically connected i.e.,
interconnection. The remaining five layers of
the OSI model assure interoperation among the
interconnected stations in an open network.

For example, Intel's NDS-II Multi-User Net
worked Microcomputer Development System is
a LAN based system utilizing Ethernet for layers
1 and 2 and Intel Network Architecture (iNA) for
layers 3 through 7. Non-NDS-ll equipment wish
ing to connect to the physical network need only
adhere to the Ethernet specifications to assure
proper interconnection and gain access to the
"data highway". In order to communicate with
the system's Network Resource Manager (for
interoperation), the foreign station would have
to conform to the remaining layers of iNA.

As a first step towards "open networks", the
Ethernet and proposed IEEE 802 specifications
describe the first two layers of the OSI model,
the physical and data link layers. As readily
available public specifications, they completely
describe the type of cable, speeds, frame for
mat, media access methods, etc. to allow equip
ment from multiple vendors to be physically
interconnected. As can be seen from Figure 2.3,
Ethernet covers the first two of the seven layer
OSI model.

The 82586 Local Communications Controller,
along with the 82501 Ethernet Serial Interface,
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Figure 2.3 The OSI/intel Implementation

and readily available transceiver cable, trans
ceivers and coaxial cable provide the complete
implementation for the Ethernet specification
which covers the first two layers of the OSI
model. INA 950, which represents the transport
and network management functions within Intel
Network Architecture (iNA), provides the Trans
port layer and Network Management function of
the OSI model.

Within a single local area network, all communi
cations between any two stations is always
point-to-point because of their direct connec
tion. The network layer, which is responsible for
internetwork message routing, is not needed
for intranetwork communications. Thus, for
terminals that are physically connected
{interconnection) to communicate and operate
with one another {intercommunication and in-
teroperation), the remaining three layers. Ses
sion, Presentation and Application, must be
implemented, typically in software.

NETWORK ELEMENTS

Local area networks are communications net

works extending from several hundred to
several thousand feet within a building or other
facility. As seen from Figure 2.1, LANs are a
means of connecting various types of equip
ment for the purposes of sharing resources and
communicating in a distributed processing en
vironment. Although LANs using a range of
speeds (from 2400 bits/sec up to 2 Mbits/sec)
exist today, the trend is clearly towards net
works between 1 and 10 million bits per second.

The Ethernet, which has gained wide accep
tance by both large and small corporations, is
such a high speed (10 Mbps) LAN. In Figure 2.4,
the main components of the Ethernet network
are as follows:
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Figure 2.4 Network Elements

The cable Is a low noise, shielded 50 ohm coax
ial cable. Over this cable, Information Is trans
mitted at the rate of 10 million bits per second.
Segments of the cable can be up to 500 meters
(546.8 yards) In length and can be connected
Into longer network lengths using repeaters. A
repeater provides the signal regeneration that Is
required to strengthen the data transmission
signal along the extended length of the cable.

The transceiver, a small electronic device, trans
mits and receives signals on the coaxial cable,
and generally protects against failure and
detects electrical Interference (referred to as
collisions) on the cable. It Is connected to the
cable using a simple tap and to the Interface by
means of a transceiver cable which consists of
four Individual twisted pairs and may be up to 50
meters (54.68 yards) In length.
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The terminator is a passive device which fits on
both ends of each cable segment (or the ends of
segments connected by repeaters), providing
proper electrical termination.

Finally, the Interface Is the real work horse of the
network. It provides the connection to the user
or the server station and performs such func
tions as:

• Data encapsulation/decapsulation (frame
assembly/disassembly)
— handling of source and destination

addressing
—detection of physical channel transmission

errors

—frame delimiting
• Network link management

—collision avoidance

—collision handling
• Encoding and decoding of the signal to and

from the transceiver

The key element of the Ethernet and IEEE 802
specifications Is the media access method (or
rules for using the shared coaxial cable). Com
monly referred to as Carrier Sense Multiple Ac
cess with Collision Detection (CSMA/CD), It Is a
simple and efficient means of determining how
a station transmits Information over common

medium that Is shared with other stations. In

order to transmit Information, a station takes the

following steps:

CARRIER SENSE

Any station wishing to transmit "listens" first. If
the cable Is busy (I.e., some other station Is
transmitting) the station waits until the line Is
clear before transmitting.

MULTIPLE ACCESS

Any station wishing to transmit can do so. No
central controller Is needed to decide who is

able to transmit and In what order. This Is com

monly referred to as distributed control, where
all stations on the network are peers with equal
access.

COLLISION DETECTION

When the cable Is free (no other station Is
transmitting), a station can start transmitting.

The transmitting station (or stations) always lis
tens while transmitting In order to detect any
other station transmitting on top of Its own sig
nal, causing a "collision". In the event of such
collisions, where two or more stations are
transmitting at the same time, the transmitting
stations will continue transmitting for a fixed
time to Insure that all transmitting stations
detect the collision. This Is known as the "jam".
After the jam, the stations stop transmitting and
wait a random period of time before retrying.
The range of random wait times Increases (by
the power of 2) with the number of successive
collisions such that collisions can be resolved

even If a large number of terminals are colliding
(this Is referred to as the exponential backoff
algorithm).

The three most significant charcterlstlcs of
CSMA/CD based networks are the "passive" na
ture of the network. Its reliability and expan
dability. The CSMA/CD media access method
enables the network to operate without central
control or switching logic. If a station on the
network malfunctions. It does not affect the

ability of other stations to communicate with
each other, nor Impact the operation of the
network.

A direct result of such a passive network Is In
creased reliability. Total network failure cannot
be caused by a single station malfunctioning. A
system wide failure can be caused by a cable
malfunction such as an open or short circuit or a
continuously transmitting station, and system
hardware has built-in checks to detect and cor

rect such situations.

The passive, distributed nature of a CSMA/CD
based network also permits easy expansion.
Stations can be added to (or deleted from) an
existing network without reinitialization or
reconfiguration of all other stations. Such a ca
pability supports future growth requirements
through simple expansion of the network.

In an Ethernet network, both the 82586 and the

82501 provide the Interface functions as seen In
Figure 2.5. Together, they provide the data link
and part of the physical layer functions of the
Ethernet specification. The balance of the
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physical link is provided by readily available
transceiver cables, transceivers and coaxial

cables. And, tjirough the OSI layered architec
ture model, other physical layer implemen
tations are possible. The programmability of the

82586 will also allow designers to apply the
CSMA/CD access method to other LAN alter

natives including lower speed applications,
serial backplanes and local peripheral
connections.

TRANSCEIVER

HOST CPU AND SHARED MEMORY -
—APPUCATIONS SOFTWARE
—APPLICATION, PRESENATION
AND SESSION LAYER SOFTWARE

INASSO
—TRANSPORT SOFTWARE
—NETWORK MANAGEMENT
SOFTWARE

82586 LCC
• HOST INTERFACE
—COMMAND LIST EXECUTION
—TRANSMIT/RECEIVE BUFFER
—ERROR REPORTING

• ETHERNET DATA LINK
—FRAME ASSEMBLY/DISASSEMBLY
—ADDRESS RECOGNITION
—ERROR DETECTION
—MEDIA ACCESS: CSMA/CD _

82501 ESI
—MANCHESTER ENCODE/DECODE
—TRANSMIT CLOCK GENERATOR
—DRIVE/RECEIVE TRANSCEIVER
CABLE

—TRANSMIT TIME-OUT

TRANSCEIVER CABLE
—RECEIVE PAIR
—TRANSMIT PAIR
—COLLISION PRESENCE PAIR
—POWER PAIR

TRANSCEIVER
—DRIVE/RECEIVE COAXIAL CABLE
—COLUSION SENSE
-DRIVE/RECEIVE TRANSCEIVER
CABLE

- USER APPLICATION

OSI NETWORK
MANAGEMENT, APPLICATION,

- PRESENTATION, SESSION,
TRANSPORT AND NETWORK
LAYERS

ETHERNET/IEEE 802
DATA LINK LAYER

500 COAXIAL CABLE

ETHERNET/IEEE 802
PHYSICAL LAYER

Figure 2.5 82586/82501 implementation
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3.0 EMERGING APPLICATIONS
—SERIAL BACKPLANES

Perhaps the largest application of local area net
works is not the connection of stations in a

building but the connection of the functional
sub-modules within each station. By using a
high speed "serial backplane", a single cable
can replace multiple cable bundles, multi-pin
connectors and arrays of drivers and receivers
now used to connect sub-modules within a

cabinet. And, by extending the serial backplane
concept outside the cabinet, a single serial
cable can also connect a station's peripherals
such as local printers and data storage units.

An example of a system with multiple sub-
modules (or sub-assemblies) is a high speed
document copier. Typical sub-modules would
include a display and control panel, camera and
developer and sorter. Using a single CPU to
control the copier, separate cable bundles con
taining data and unique control signals would
be required for each sub-module as shown in
figure 3.1a.

As seen from the example, the major con
tributors to system cost are the cable bundles
and associated mechanical and electrical

assemblies needed to connect each sub-

module. Such connection techniques also im
pose rigid design constraints because of the
cost of running unique cable bundles for each
sub-module. Standard options such as a high
speed document feeder or collator for the
copier require costly cable bundles that are
unique for each option. And, multiple cable
bundles and their associated connectors and

drivers/receivers introduce additional failure

potentials which reduce system reliability while
compounding service and maintenance costs.

The rapid decline in microprocessor and
memory costs now makes it possible for the
designer to dedicate a single inexpensive mi
croprocessor to each of the sub-modules in a
system. With the added intelligence in each sub-
module to perform control and communications
functions, the bulky cable bundles carrying in
dividual control and data signals can be
replaced by a single, shared serial backplane.
Thus in the high speed copier example, individ
ual microprocessors are used to control each
sub-module and manage the serial I/O inter
face, Figure 3.1b. The serial backplane carries
both control and data signals for each sub-
module as required to coordinate activities be
tween the display and control panel and the
sorter and camera assemblies. Copier options
such as a high speed document feeder would
connect to the same serial backplane and not
require their own unique cable assemblies.

In short, replacing multiple cable bundles, con
nectors and drivers and receivers with a single
shared serial backplane will result in a lower
cost, more reliable and flexible (i.e., modular
growth) system.

Up to now the missing "link" limiting the wide
spread application of serial backplanes has
been the lack of a cost-effective VLSI solution.

The 82586 LOG fills that missing link. Intel has
designed the 82586 to be flexible enough to
apply to both the Ethernet/IEEE 802 open LAN
interfaces, serial backplanes, as well as other
emerging CSMA/CD applications. The cumula
tive volumes and resulting economy of scale will
make the 82586 Local Communications Con

troller the most cost-effective VLSI solution for

LANs.
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82586

LX>CAL COMMUNICATIONS CONTROLLER

Fully Implements the Ethernet* and
Proposed tEEE 802 Specifications

User Configurable for Non-Ethernet
Applications
—From 0 to 6 Bytes of Address

Generation/Checking
-16- or 32-Bit CRC

Generation/Checking
—Optional Priority Function
—Variabie Preamble Length
—Serial Transmission from 100 Kbps to
10 iMbps

—8- or 16-Bit Data Bus

4 On-Chip DMA Channels for Efficient,
High-Speed Transfer of Data, Status
and Commands

Compiete Set of Diagnostics for
Reliabie Network Operation

Fuily impiements the CSMA/CD Access
Method inciuding Retries and Random
Backoff (Wait) Time

Two Methods of Frame Delimiting:
Ethernet and HDLC Fiags/Bit Stuffing

independent 8-MHz System Clock Input

Designed as an intelligent peripheral, the 82586 manages the entire process of transmitting and receiving
frames, thereby relieving the host processor of the tasks of managing the communications peripheral. The
major functions performed by the 82586 include;

—direct transfer of frames to and from external memory using four on-chip DMA channels.
—executes commands from lists residing in external shared memory.
—automatically reports the status of both transmitted and received frames, inciuding error conditions.
—fully integrates the CSMA/CD access method inciuding automatic retries after collisions and random backoff

(wait-time) generation.
—diagnostic commands to identify and isolate faults.

In order to take full advantage of the LAN concept and CSMA/CD access method, the 82586 architecture is also
configurable under program control. This allows the 82586 to be "customized" for other applications requiring
high-speed serial transmission including serial backplanes (serial peripheral interconnection) and low-cost,
short-distance LANs.

'Ethernet is a trademark of Xerox Corporation.
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Controlling the 82586

From the user's point of view, the 82586 consists of
two independent, though communicating units: the
Command Unit (CU) and the Receive Unit (RU) as
shown in Figure 3. The CU executes commands
given by the host CPU and manages frame transmis
sions. The RU handles all activities related to frame

reception such as buffer management, frame and
address recognition, and CRC checking. The two
units are controlled and monitored by the host CPU
via a shared memory structure called the System
Control Block (SCB). All logical communication be
tween the CPU and 82586 takes place through the
SCB. The two other memory structures used by the
82586 are the Command Block List (CBL) and
Receive Frame Area (RFA). These are used to hold

the list of commands to be executed by the 82586 and
hold all received frames, respectively. Pointers to the
CBL and RFA are in the SCB, along with status regis
ters and counters for certain tallies maintained by
the 82586, and control commands for the 82586. The

only direct control lines between the CPU and the
82586 are the interrupt to the CPU and Channel At
tention to the 82586.

82586 Memory Structures

The three primary memory structures used by the
host CPU and the 82586 to pass control, status and
data are the System Control Block (SCB), Command
Block List (CBL) and the Receive Frame Area (RFA),
Figure 4.

CPU

CHANNEL

ATTENTION

RECEIVE

UNIT

COMMAND
UNIT

TV

-SERIAL DATA IN

-SERIAL DATA OUT

TV

COMMAND

BLOCK

LISTSYSTEM

CONTROL

BLOCK

RECEIVE
FRAME AREA

Figure 3. System Overview
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SYSTEM CONTROL BLOCK (SCB)

I
COMMAND BLOCK LIST (CBL)

82586 CONTROL
COMMANDS

STATUS

POINTERS

ERROR TALLIES
QRC

—ALIGNMENT

—NO RESOURCE
—DMA OVERRUN

CONFIGURE

RECEIVE FRAME AREA (RFA)

TRANS
COMM

5MIT ^
AND

TRANSMIT
DATA BUFFER

RECEIVE DESCRIPTOR

LIST (RDL)

FREE BUFFER LIST (FBL)

Figure 4. 82586 Memory Structures

Upon initialization, the 82586 obtains the address of
its System Control Block through the Initialization
Root which begins at location 0FFFFF6H. The SCB
contains control commands, status register, pointers
to the Command Block List (CBL) and Receive Frame
Area (RFA), and tallies for CRC, Alignment, DMA
Overrun and No Resource errors. Through the SCB,
the 82586 is able to provide status and error counts
for the host CPU, execute "programs" contained in
the Command Block List (CBL) and receive incoming
frames in the Receive Frame Area (RFA).

Both the Command Block List and the Receive

Frame Area are first configured by the host CPU and
then passed to the 82586 via the SCB. As commands
are executed by the 82586, it returns status informa
tion back to the CPU, which may, in turn, update the
CBL with additional commands. As frames are

received by the 82586 and stored in the RFA, the
82586 will return the appropriate status to the CPU.
The CPU retrieves the received frames from the RFA

and returns free buffers to the Receive Descriptor
and Free Buffer lists.
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The 82586 has a 22-bit memory address range in
minimum mode and 24-bit memory address range in
maximum mode. All memory structures, the System
Control Block, commands in the Command Block
List, Receive Descriptor List, and all buffer descrip
tors (see Figure 6), must reside within one 64K-byte
memory segment. The Data Buffers can be located
anywhere in the memory space.

Transmitting Frames

The 82586 executes commands from the Command

Block List in external memory. These commands are
fetched and executed in parallel with the host CPU's
operation, thereby significantly improving system
performance potential. The general format for such
commands is

CONTROL
COMMAND STATUS

FIELDS
COMMAND

LINK FIELD
(POINTER TO NEXT COMMAND) *

PARAMETER FIELD

(COMMAND-SPECIFIC
PARAMETERS)

NEXT

COMMAND

Figure 5. Action Command Format

Via the Link Field, commands can be linked together
to form a list of commands for execution by the
82586.

One such command is the Transmit command. A

single Transmit command contains, as part of the
command-specific parameters, the destination ad
dress and type field for the transmitted frame along
with a pointer to a buffer area in memory containing
the data portion of the frame. The data field is con
tained in a memory data structure consisting of a
Buffer Descriptor (BD) and Data Buffer (or a linked
list of buffer descriptors and buffers) as seen in Fig
ure 6. The BD contains a Link Field which points to
the next BD on the list and a 24-bit address pointing
to the Data Buffer itself. The length of the Data Buffer
is specified by the Actual Count field of the BD.

BUFFER DESCRIPTOR (BD)

ACTUAL COUNT

DB ADDRESS
(24 BITS)

- NEXT BUFFER DESCRIPTOR

DATA

BUFFER (DB)

(DATA FIELD)

Figure 6. Transmit Data Buffer

Using the BDs and Data Buffers, multiple Data Buf
fers can be "chained" together. Thus, a frame with a
long Data Field can be transmitted using multiple
(shorter) Data Buffers chained together. This chain
ing technique allows the system designer to develop
efficient buffer management policies.

When transmitting a frame as shown below:

PREAMBLE

START

FRAME

bELIMITER

DEST.

ADDR.

SOURCE
ADDR.

TYPE

FIELD
DATA FIELD

FRAME-

CHECK

SEQUENCE

END

FRAME

DELIMITER

Figure 7. Frame Format
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The 82586 automatically generates the preamble
(alternating 1s and Os) and start frame delimiter,
fetches the destination address and type field from
the Transmit command, inserts its unique address as
the source address, fetches the data field from buf
fers pointed to by the Transmit command, and com
putes and appends the CRC at the end of the frame.

The 82586 can be configured to generate either the
Ethernet or HDLC start and end frame delimiters. In

the Ethernet mode, the start frame delimiter is two
consecutive 1 bits and the end frame delimiter indi

cated by the lack of a signal after transmitting the last
bit of the frame-check sequence field. When in the
HDLC mode, the 82586 will generate the 01111110
"flag" for the start and end frame delimiters and
perform the standard "bit stuffing/stripping." In ad
dition, the 82586 will optionally pad frames that are
shorter than the specified minimum frame length by
appending the appropriate number of flags to the
end of the frame.

In the event of a collision (or collisions), the 82586
manages the entire jam, random wait and retry pro

cess, reinitializing DMA pointers without CPU inter
vention. Multiple frames can be sent by linking the
appropriate number of Transmit commands to
gether. This is particularly useful when transmitting a
message that is larger than the maximum frame size
(1518 bytes for Ethernet).

Receiving Frames

In order to minimize CPU overhead, the 82586 is
designed to receive frames without CPU supervision.
The host CPU first sets aside an adequate amount of
receive buffer space and then enables the 82586's
Receive Unit. Once enabled, the 82586 "watches" for
any of its frames which it automatically stores in the
Receive Frame Area (RFA). The RFA consists of a
Receive Descriptor List (RDL) and a list of free buf
fers called the Free Buffer List (FBL) as shown in
Figure 8. The individual Receive Frame Descriptors
that make up the RDL are used by the 82586 to store
the destination and source address, type field and
status of each frame that is received. (Figure 9.)

RECEIVE DESCRIPTOR LIST (RDL)

FREE BUFFER UST (FBL)

RECEIVER FRAME AREA (RFA)

BD

RFDRFD

BUFFER
DESCRIPTOR (BD)

RECEIVE
FRAME

DESCRIPTOR (RFD)

DBDATA
BUFFER (DB)

DB

SYSTEM
CONTROL
BLOCK

Figure 8. Receive Frame Area Diagram
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RECEIVE FRAME STATUS

BUFFER DESCRIPTOR
LINK FIELD

DESTINATION ADDRESS

SOURCE ADDRESS

NEXT RECEIVE
FRAME DESCRIPTOR

BUFFER DESCRIPTOR

Figure 9. Receive Frame Descriptor

The 82586, once enabled, checks each passing
frame for an address match. The 82586 will recognize
its own unique address, one or more multicast ad
dresses or the broadcast address.

If a match occurs, it stores the destination and
source address and type field in the next available
RFD. It then begins filling the next free Data Buffer on
the FBL (which is pointed to by the current RFD) with
the data portion of the incoming frame. As one DB is
filled, the 82586 automatically fetches the next DB on
the FBL until the entire frame is received. This buffer
chaining technique is particularly memory efficient
because it allows the system designer to set aside
buffers that fit a frame size that may be much shorter
than the maximum allowable frame. Without buffer

chaining, all receive data buffers would have to be as
long as the maximum allowable frame.

Once the entire frame Is received without error, the

82586 performs the following housekeeping tasks:

—Updates the Actual Count field of the last Buffer
Descriptor used to hold the frame just received
with the number of bytes stored in Its associated
Data Buffer.

—Fetches the address of the next free Receive

Frame Descriptor.
—Writes the address of the next free Buffer Descrip

tor into the next free Receive Frame Descriptor.
—Posts a "Frame Received" interrupt status bit in

the SOB.

—Interrupts the CPU.

In the event of a frame error, such as a CRC error, the
82586 automatically reinitializes its DMA pointers
and reclaims any data buffers containing the bad
frame. As long as Receive Frame Descriptors and
data buffers are available, the 82856 will continue to
receive frames without further CPU help.

82586 Action Commands

The 82586 executes a "program" that is made up of
action commands in the Conmriand Block List. As

shown in Figure 5, each command contains the com
mand field, status and control fields, link to the next
action command in the CBL, and any command-
specific parameters. The 82586 has a repertoire of 8
commands.

NOP

Set Up Individual Address
Configure
Set. Up Multicast Address
Transmit

TDR

Diagnose
Dump

NOP:

This command results in no action by the 82586
other than the normal command processing such as
fetching the command and decoding the command
field.

Individual Address Set Up:
This command is used toJoad the 82586's unique
address. The unique address is contained in the pa
rameter field of the command.

Configure:
The Configure command is used to load the 82586
with its operating parameters. Upon reset, the 82586
initializes to the Ethernet-based parameters. If the
user wishes to use any other values, the Configure
command is used.

Multicast Address Set Up:

This command allows the programmer to set up one
or more multicast addresses into the 82586. The mul

ticast addresses to be set up are located in the pa
rameter field of the command.

Transmit:

One Transmit command is used to send a single
frame. If more than one frame is to be sent, the host
CPU can link multiple Transmit commands together.
The destination address, type field and pointer to
buffers containing the data field are contained in the
parameter field of the Transmit command.

TDR:

This command performs the Time Domain Reflec-
tometry test on the coaxial cable. The TDR command
is used to detect and locate cable faults caused by
either short or open circuits on the coaxial cable.
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Diagnose:
The Diagnose command puts the 82586 through a
self-test procedure and reports on the success or
failure of the internal test.

Dump:
This command causes the 82586 to dump its internal
registers into memory. The registers included are
those loaded by the Configure and Address Set-Up
commands, plus status and other internal working
registers.

PROGRAMMABLE NETWORK
PARAMETERS AND DIAGNOSTICS

Network Parameters

The Ethernet specification represents a complete
description of the physical and data link layers of a
local-area network. As such, items such as address
and preamble length, maximum distance between
two stations, and frame-check sequence length are
fixed to assure that stations connecting to the net
work are compatible. Through the Configure com
mand, the 82586 can also be tailored to achieve

maximum efficiency in other network configura
tions. The following parameters can be specified in
the Configure command:

PARAMETER

Source/Destination Address

CRC

Preamble Length

Frame Delimiter

Slot Time

LENGTH

0 to 6 bytes
16 or 32 bits

16, 32, 64, or 128

bits

Ethernet or HDLC

(Flags and bit
stuffing)
11 bits to specify
number of transmit

clock times

The Slot time is a period slightly longer than the
maximum round-trip delay time through the net
work, i.e., the round-trip delay between the two most
distant stations. The Slot time is used in the

CSMA/CD Backoff calculation where the random
time is defined in increments of the Slot Time.

Shorter networks, such as a serial backplane within a
cabinet would have a very short Slot Time compared
to a 2500-meter Ethernet Network, for example.

Priority can also be assigned via a field in the Con
figure command. This field specifies the amount of
time the particular 82586 must wait after the cable
has been quiet before attempting to transmit its
frame. By assigning lower-priority stations a longer
wait time, the high-priority (shorter wait-time)

stations will have better access to the cable during
peak busy periods.

Diagnostics

In addition to specifying network parameters, the
Configure command is also used to call up a power
ful set of diagnostic functions through individual
fields within the command.

Save Bad Frame:

Under normal operation, the 82586 automatically dis
cards frames with errors, such as a CRC error.
Frames can be saved for later examination by
requesting it through this field.

Address/Type Field Location:
This field informs the 82586 that the destination and
source addresses and type field are the first entries
in the Transmit Data Buffer rather than in the param
eter field of the Transmit command (destination ad
dress and type field) and Individual Address register
of the 82586 (source address).

Loopback:
Two Loopback modes are available on the 82586. The
Internal Loopback moves the transmitted frame from
memory into the 82586 FIFO, through the bit trans
mitter, back into the bit receiver and back to memory
without going through the external serial drivers and
receivers of the 82586. Note that the data moves at
one-fourth the normal bit rate when the 82586 is in

Internal Loopback.

External Loopback is identical to the Internal Loop-
back except that the frame does move out through
the serial drivers and back in through receivers of
the 82586 at the normal bit rate. This allows external
components, such as the 82501 ESI chip and Ether
net transceivers, to be tested independently of the
coaxial cable or remote station.

Promiscuous Receive:

The 82586 can be made to receive all good frames,
regardless of address, using this field. This is useful
as a monitor or diagnostic mode for a station.

Broadcast Disable:

This field is used to disable the reception of all broad
cast messages by the 82586.

Minimum Frame Length:
The 82586 automatically rejects received frames
which are shorter than the minimum frame length as
specified in this field. This 9-bit field allows the mini
mum frame length to range from 1 to 511 bytes. (For
Ethernet the minimum frame is 64 bytes.)
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No CRC Insertion:

This field disables the automatic CRC insertion and

terminates the frame after last byte of the data field is
transmitted. Using this option, frames with the wrong
CRC can be generated in order to test a receiving
station's CRC checking circuitry.

—Channel busy; 82586 deferred before frame
transmission

—CIS (Clear To Send) lost
—CRS (Carrier Sense) lost
—Collision Test Status (Heartbeat Test)

As an aid to monitoring the operation of the network
and tracking its "vital signs," the 82586 also reports
the following conditions after each received and
transmitted frame.

RECEIVED FRAME

—No errors

—Short Frame (less than minimum frame length)
—DMA Overrun; FIFO overflow before DMA service

—CRC error

—Alignment error
—No resources (buffers) to store frame

TRANSMITTED FRAME

— Frame transmitted

—Number of collisions encountered

—Transmission aborted, too many collisions
—DMA underrun; FIFO empty before DMA service

System Interface

The 82586 operates as a bus master. Through its
HOLD/HLDA signals, it is able to request bus cycles,
transfer data and release the bus. Two internal 16-

byte FIFOs are used to buffer data to and from the
system bus through the four DMA channels on the
82586. Therefore, once the DMA request is granted,
the 82586 is able to transfer multiple bytes of data (to
fill or empty the FIFO) with each DMA request.

The 82586 system interface is a standard multiplexed
bus that can be used with any of the popular 8- and
16-bit microprocessors. It is optimized for minimum-
interface support logic when used with the iAPX 186
(Figure 10). When combined with the 82501 ESI chip,
the Ethernet interface is complete from the CPU to
the transceiver cable.

ESET .-ini-.

J  Q.
Xi Xz

HOLD

HLDA

CLKOUT

RESETOUT

INTO

peso
READY BHE.A,6-A23 ADo-AD,5 SO SI !

7Y ¥

Ji.
TO SERIAL INTERFACE

HOLD

HLDA

CLK

RESET

SO sT bhe,a,6-A23 ado-aDi5 ready ARDY

3.Z ^
MULTIPLEXED BUS

ADDRESS OE
LATCHES
8282 STB

^D

DATA T
TRANSCEIVERS

8287 OE

al
so S1 S2 CLK

DT/R
8288

DEN

ALE

COMMAND

IZ

.ASYNCHRONOUS
^READY

SYSTEM BUS

Figure 10. lAPX 186/82586 System
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For 8086/8088-based systems, the 82285 is used as a
clock generator for the 82586 system clock and the
8259A as an interrupt controller. The 8288 Bus Con
troller Is common as both the CPU and the 82586

have the same data transfer timing. A bus arbiter Is
also needed to convert to/from the 82586 HOLD/
HLDA from/to the 8086/8088 RQ/GT. This config
uration Is shown in Figure 11.

lEi
Xl X2

MN/MX

RESET

READY

CLK SHE,
ADq-ADis Ai6-Ai9

iz ^

RQ/GTO

SO SI S2 iNTA

JIOLD/HLDA —
RQ/GTO CONVERTER —

MULTIPLEXED BUS

7^^ —

n
TO SERIAL

INTERFACE

RESET
mn/Mx

READY

CLK

INT
82586 ARDY

HOLD

HLDA

SO Si
BRE,

ADo-ADi5 Ai6-Aig CA

Iz Iz

7L

ADDRESS OE
LATCHES
8282 STB

IE

Iz

8287 OE
OAT* T/RDATA

TRANSCEIVERS

—r

INTA So SI §2
DEN

DT/R 8288 DECODE
LOGIC

TV

Iz
SYSTEM BUS

Figure 11. 8086/82586 System
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A third system configuration shown in Figure 12 is a
dual-port RAM-based system. In this configuration,
the bus traffic between the 82586 and shared
memory (via port B) is isolated from system bus traf
fic. Using such a configuration, high-bandwidth pe

ripherals like the 82586 can operate with shared
memory using its own local bus, leaving the system
bus free for the CPU and other peripherals such
as a display controller, with access to shared memory
via Port A.

SYSTEM

MEMORY

OTHER
PERIPHERAL

CONTROLLER(S)

TV"

6
y

DATA

LATCHES

SHARED
MEMORY

MUX'D
ADDRESS

MEMORY
CONTROL

IT PORT A
CONTROL

PORTB
CONTROL

Iz
DATA

LATCHES

77
y

iz

A
V

:iZ
PORT A
ADDRESS

PORTB
ADDRESS

7T

MULTIPLEXED BUS

7Y 7^

AD0-AD15 A16-A23

82586 CONTROLLER

BUS
CONTROL

Figure 12. Dual-Port RAM-Based System
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Emerging Applications
The availability of low-cost VLSI controllers to serve
Ethernet local-area networks is also stimulating
other high-speed serial applications. The serial back
plane is a form of a local area network within a
cabinet. A high-speed "Serial backplane" is used to
connect modular subsystems within a box. For exam
ple, a high-feature copier will have modular designs
for the display/control panel, feeder, sorter, camera
and developing functions. By replacing multicon-
ductor busses with a single serial backplane, costs
are reduced while improving design flexibility, relia
bility and modularity for future growth (Figure 13).

A logical extension of the serial backplane within the
cabinet is serial connection for local clusters of pe
ripherals around a basic work station, for example
(Figure 14). While maintaining a connection to the
"public" local-area network, Ethernet, local pe
ripherals such as printers or disk storage can be
added to the work station via a separate serial con
nection. Such serial peripheral connections also
result in more flexible system designs by allowing for
modular growth. By using the 82586 programmable
functions, the frame length, network size and trans
mission speed can be tailored to the specific serial
backplane or peripheral connection environment.

□ □ □ • •
• =!=□

DISPLAY/CONTROL
PANEL

DEVEL

CAMERA

Figure 13. Serial Backplane
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PUBLIC ETHERNET HIGHWAY

WORK STATION

I  I

LOCAL FILE
STORAGE

I I I I I I

1

LOCAL PRINTER

I  I I I

LOCAL SERIAL PERIPHERAL CONNECTION

Figure 14. Local Peripheral interconnection
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82S01 ETHERNET SERIAL INTERFACE

Compatible with the Ethernet*
Specification

10-Mbs Operation

Replaces 8 to 12 MSI Components

Manchester Encoding/Decoding and
Receive Clock Recovery

10-MHz Transmit Clock Generator

Driving/Receiving Ethernet
Transceiver Cable

Faii-Safe Watchdog Timer Circuit to
Prevent Continuous Transmissions

Diagnostics Loopback for Fault
Detection and Isolation

Directly Interfaces to the
82586 Controller

The 82501 Ethernet Serial Interface (ESI) chip is designed to work directly with the 82586 controller in Ethernet
and non-Ethernet 10-Mbps local-area network applications. The major functions of the 82501 are to generate
the 10 MHz transmit clock for the 82586, perform Manchester encoding/decoding of transmitted/received
frames, and provide the electrical interface to the Ethernet transceiver cable. Diagnostic loopback control
enables the 82501 to route the signal to be transmitted from the 82586 through its Manchester encoding and
decoding circuitry and back to the 82586. The combined loopback capabilities of the 82586 and 82501 result in
efficient fault detection and isolation by providing sequential testing of the communications interface. An
on-chip fail-safe watchdog timer circuit prevents the station from locking up in a continuous transmit mode.

'Ethernet is a trademark of Xerox Corporation.

Vcc

LOOPBACKLOOPBACK

GENERATION

NOISE FILTER

GENERATION

CARRIER-PRESENCE GENERATION

XCVR CABLE

DECODER AND

RECOVERY

Figure 1. 82501 Functional Biock Diagram

01 c ^  20 □ voo

02 C 2  19 □ TRMT
LPBK E 3  18 D trS^

ROV C 4  17 □ TXD

C 5  82501 □ f>rc
CRS C 6  15 □ TEN
CDT C 7  14 □ XI
mrc C 8  13 □ X2
RXD C 9  11 □ OLSN
GND C 10 12 □ ci^

Figure 2. Pin Configuration

Intel Corporation Assumes No Responsibiity for the Use of Any Circuitry Other Than Circuitry Embodied in an Intel Product. No Other Circuit Patent Licenses are Implied.
© INTEL CORPORATION. 1982 5-1 OCTOBER 1982

ORDER NUMBER : 210783-001
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Table 1. Pin Description

Symbol
Pin

No. Type

TXC 16

Ten 18

TXD 17

RXC

CRS

RXD

CDT

Name and Function

Transmit Clock: A 10-MHz ciock

output with 5 nsec rise and fall
times and MOS driving levels. This
clock is provided to the 82586 for
serial transmission.

Transmit Enable: An active low,

TTL-level signal synchronous to
TXC that enables data transmission

to the transceiver cable. TEN can be

driven by RTS from the 82586.

Transmit Data: A TTL-level input
signal that is directly connected to
the serial data ouput, TXD, of the
82586.

Receive Ciock: An MOS-level clock

output with 5 nsec rise and fall
times and 50% duty cycle. This out
put is connected to the 82586
receive clock input RXG. There is a
maximum 1.2/Asec discontinuity at

the beginning of a frame reception
when the phase-locked loop
switches from the on-chip oscillator
to the incoming data. During idle
(no incoming frames) the clock fre
quency will be half that of the 20
MHz crystal frequency.

Carrier Sense: A TTL-level, active

low output to notify the 82586 that
there is activity on the coaxial cable.
This signal is asserted when valid
data or a collision signal from the
transceiver is present. It is deas-

serted at the end of a frame

synchronous with RXC, or when the
end of the collision-presence signal
(CLSN and CLSN) is detected,
whichever occurs later. Once deas-

serted, CRS will not be reasserted
again for a period of 5 tisec mini
mum, 7 ixsec maximum, regardless
of any activity on the receive or
collision-presence pairs.

Receive Data: An MOS-level output
tied directly to the RXD input of the
82586 controller and sampled by
the 82586 at the negative edge of
RXC. The bit stream received from

the transceiver cable is Manchester

decoded prior to being transferred
to the controller. This output
remains high during idle.

Collision Detect: ATTL, active low

signal which drives the CDT input of
the 82586 controller. It is asserted as

long as there is activity on the
collision-presence pair (CLSN and
CLSN).

Symbol
Pin

No. Type Name and Function

CPBk 3 1 Loopback: A TTL-level control sig
nal to enable the loopback mode. In
this mode, serial data on the TXD
input is routed through the 82501
internal circuits and back to the

RXD output without driving the
TRMT/TRMT output pair to the
transceiver cable. When LPBK is as

serted, the collision circuit will also

be turned on at the end of each

transmission to simulate the colli

sion test.

TRMT

TRMT

19

18

0

0

Transmit Pair: An output driver pair
which generates the differential sig
nal for the transmit pair of the Ether
net transceiver cable. Following the
last transition, which is always posi
tive at TRMT, the differential voltage
is slowly reduced to zero volts. The
output stream is Manchester
encoded.

RCV

RCV

4

5 1

Receive Pair: A differentially driven
input pair which is tied to the
receive pair of the Ethernet trans
ceiver cable. The first transition on

RCV will be negative-going to indi
cate the beginning of a frame. The
last transition should be positive-
going, indicating the end of a frame.
The received bit stream is assumed

to be Manchester encoded.

CLSN

CLSN

12

11 1

Collision Pair: A differentially
driven input pair tied to the
collision-presence pair of the Ether
net transceiver cable. The collision-

presence signal is a 10 MHz ±15%
square wave. The first transition at
CLSN is negative-going to indicate
the beginning of the signal; the last
transition is positive-going to indi
cate the end of the signal.

C1

C2

1

2

PLL Capacitor: Phase-locked-loop
capacitor inputs.

Xi

X2

14

15

1 Clock Crystal: 20-MHz crystal
inputs.

Vcc 20 Power: 5 ±5% volts.

GND 10 Ground: Reference.

FUNCTIONAL DESCRIPTION

Clock Generation

A 20 MHz crystal-controlled oscillator is provided as
the basic clock source. This 20 MHz signal is then
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divided by 2 to generate a 10 MHz ± .01% clock as
required in the Ethernet specification.

Manchester Encoder and
Transceiver Cable Driver

The 20 MHz clock is used to Manchester encode
data on the TXD input line. The clock is also divided
by 2 to produce the 10 MHz clock required by the
82586 for synchronizing its RTS and TXD signals.
See Figure 3. (Note that the 82586 RTS is tied to the
82501 TEN input as shown in Figure 4.)

Data encoding and transmission begins with TEN
going low. Since the first bit is a '1 the first transition
on the transmit output TRMT is always negative.
Transmission ends with the TEN going high. The last
transition is always positive at TRMT and may occur
at the center of the bit cell (last bit = 1) or at the
boundary of the bit cell (last bit = 0). A one-bit delay
is introduced by the 82501 between its TXD input and
TRMT/TRMT output as shown in Figure 3. Following
the last transition, the output TRMT is slowly brought
to its high state so that zero differential voltage exists
between TRMT and TRMT This will eliminate DC

currents in the primary of the transceiver's coupling
transformer. See Figure 4.

An internal watchdog timer is started at the begin
ning of the frame. The duration of the watchdog
timer is 25 msec ±15%. If the transmission ter

minates (by deasserting the TEN) before the timer
expires, the timer is reset (and ready for the next
transmission). If the timer expires before the trans
mission ends, the frame is aborted. This is accom-

plished by disabling the output driver for the
TRMT/TRMT pair apd deasserting CRS. RXD and
RXC are not affected. The watchdog timer is reset
only when the TEN is deasserted.

The cable driver is a differential gate requiring exter
nal resistors or a current sink of 20 mA (on both
terminals). In addition, high-voltage protection of 15
volts maximum for 1 second maximum is provided.

Receive Section

CABLE tNTERFACE AND NOISE FILTER

The 82501 input circuits can be driven directly from
the Ethernet transceiver cable receive pair. In this
case the cable is terminated with a pair of 39-ohm
resistors in series for proper impedance matching.
The center tap of the termination is tied to an exter
nal voltage reference (source impedance of 18.5
ohms min.) to establish the required common mode
voltage bias for the 82501 receive circuitry. See
Figure 4.

The input circuits can also be driven with ECL volt
age levels. In either case, the input common mode
voltage must be in the range of Vcc-10 to Vcc-2.5
volts to allow for a wide driver supply variation at the
transceiver. The input terminals have a 15-voltimaxi-
mum protection and additional clamping o^ low-
energy, high-voltage noise signals.

A noise filter is provided at the RCV/RCV input pair
to prevent spurious signals from improperly trigger
ing the receiver circuitry. The noise filter has the
following characteristics:

A negative pulse which is narrower than 30. ns or is
less than -150 mV in amplitude is rejected during
idle.

At the beginning of a reception, the filter is activated
by the first negative pulse which is more negative
than -250 mV and is wider than 50 ns.

As soon as the first valid negative pulse is recognized
by the noise filter, the CRS signal is asserted to in
form the 82586 controller of the beginning of a trans
mission, and the RXC will be held low for 1.2 /isec
maximum while the internal phase-locked-loop is
acquiring lock.

The filter is deactivated if no negative transition oc
curs within 160 ns from the last positive transition.

Immediately after the end of a reception, the filter
blocks all the signals for 5 ̂tsec minimum, 7 ̂tsec
maximum. This dead time is required to block-off
spurious transitions which may occur on the coaxial
cable at the end of a transmission but are not filtered
out by the transceiver.

MANCHESTER DECODER AND

CLOCK RECOVERY

The filtered data enters the clock recovery and
decoder circuits. An analog phase-locked-loop
(PLL) technique is used to extract the received clock
from the data, beginning from the third negative
transition of the incoming data. The PLL will acquire
lock within the first 12 bit times, as seen from the
RCV/RCV inputs. During that period of time, the RXC
is held low. Bit cell timing distortion which can be
tolerated in the incoming signal is ±15 nsec for the
preamble and ±20 nsec for data. The voltage-
controlled oscillator (VCD) of the PLL corrects its
frequency to match the incoming signal transitions.
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Its VCO cycle time stays within 5% of the RXD bit cell
time regardless of the time distortion allowed at the
RCV/RCV input. The RCV/RCV input is decoded
from Manchester to NRZ and transferred

synchronously with the receive clock to the 82586
controller.

When a valid collision-presence signal is present the
CRS signal is asserted (along with GDI). However, if
this collision-presence signal arrives within 6.0 ±1.0
fis from the time CRS was deasserted, only GDI is
generated.

At the end of a frame, the receive clock is used to

detect the absence of RGV/RGV transitions and

report it to the 82586 by deasserting GRS while RXD
is held high.

Collision-Presence Section

The GLSN/GLSN input signal is a 10 MHz ±15%
square wave generated by the transceiver whenever
two or more data frames are superimposed on the
coaxial cable. The maximum asymmetry in the
GLSN/GLSN signal is 60/40% for low-to-high or high-
to-low levels. This signal is filtered for noise rejection
in the same manner as RGV/RGV. The noise filter

rejects signals which are less negative than -150 mV
and narrower than 15 ns during idle. It turns on at the
first negative pulse which is more negative than -250
mV and wider than 30 ns. After the initial turn-on, the

filter remains active indicating that a valid collision
signal is present, as long as the negative
GLSN/GLSN signal pulses are more negative than
-250 mV. The filter returns to the "off" state if the

signal becomes less negative than -150 mV, or if no
negative transition occurs within 160 ns from the last
positive transition. Immediately after turn-off, the
collision filter is ready to be reactivated.

The common mode voltage and external termination
are identical to the RGV/RGV input. (See Figure 4.)
The GLSN/GLSN input also has a 15-volt maximum
protection and additional clamping against low-
energy, high-voltage noise signals.

A valid collision-presence signal will assert the 82501
GOT output which can be directly tied to the GOT
input of the 82586 controller.

During the time that valid collision-presence tran
sitions are present on the GLSN/GLSN input, invalid
data transitions will be present on the receive data
pair due to the superposition of signals from two or
more stations transmitting simultaneously. It is pos
sible for RGV/RGV to lose transitions for a few bit

times due to perfect cancellation of the signals. In
any case, the invalid data will not cause any discon
tinuity of RXG.

Internal Loopback

When asserted, LPBK causes the 82501 to route

serial data from its TXD input, through its transmit
logic (retiming and Manchester encoding), returning
it through the receive logic (Manchester decoding
and receive clock generation) to RXD output. The
internal routing prevents the data from passing
through the output drivers and onto the transmit
output pair, TRMT/TRMT. When in loopback mode,
all of the transmit and receive circuits, including the
noise filter, are tested except for the transceiver
cable output driver and input receivers. Also, at the
end of each frame transmitted in loopback mode, the
82501 generates a l-jitsec GDT signal within 1 fxsec
after the end of the frame. Thus, the coliision circuits,
including the noise filter, are also tested in loopback
mode. The watchdog timer remains enabled in loop-
back mode, terminating test frames that exceed its
time-out period.

In the normal mode (LPBK not asserted), the 82501
operates as a full duplex device, being able to trans
mit and receive simultaneously. This is similar to the
external loopback mode of the 82586. Gombining the
internal and external loopback modes of the 82586
and the internal loopback and normal modes of the
82501, incremental testing of an 82586/82501-based
interface can be performed under program control
for systematic fault detection and fault isolation.

Interface Example

The 82501 is designed to work directly with the 82586
controller in Ethernet as well as non-Ethernet 10

Mbps LAN applications. The control and data signals
connect directly between the two devices without
the need for additional external logic. The complete
82586/82501/Ethernet Transceiver cable interface is

shown in FIGURE 4. The 82501 provides the driver
and receivers needed to directly connect to the
transceiver cable, requiring only terminating resis
tors on each input signal pair.
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20 MHz INTERNAL CLOCK

TX5

TEN (OR RT§ FROM

\
Li "0" 1 "1" 1  "0" 1  "0" 1  -r 1  "0"

/ / \

(MANCHESTER-ENCODED DATA)

Figure 3. Start of Transmission and Manchester Encoding

ETHERNET TRANSCEIVER
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Vcc GND
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1  PAIR
I
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I  PAIR

R2^39(2l

!>

CLSN

(21 COLLISION-
I PRESENCE

R2^9(2j pair
>CLSN
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!>
LPBK XI

12T015VDC

CONTROLLER

LOOPBACK
INPUT FROM PROCESSOR ' -\Q\-
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NOTE: R1 = 1.5Ka

R2 = 3.5K(2

ETHERNET

TRANSCEIVER

Figure 4. 82586/82501/Transceiver Cable interface
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D.C. CHARACTERISTICS (TA = 0-70°C. Vcc = 5V ± 10%)

Symbol Parameter Min. Max. Units Conditions

V|L Input Low Voltage (TTL) -0.5 +0.8 V

V|H Input High Voltage (TTL) 2.0 Vcc + 0.5 V

V|DF Input Differential Voltage (Differential) ±250 ±1000 mV

VCM Input Common Mode Voltage
(Differential)

Vcc - 2.5 Vcc - 1.0 V

VoL Output Low Voltage TTL or MOS 0.45 V Iql = 8 mA

Vqcm Common Mode Output 1.0 4.5 V Rl = 78 Ohms Differential
Termination and 120n

pulldown

Vqh Output High Voltage

TTL 2.4 V Iqh = -1.0 mA

MOS 3.9 V Iqh = -400/Lt A

Vqdf Differential Output Swing 0.55 1.2 V Rl = 78 Ohms Differential
Termination and 120Q
pulldown

Ili Input Leakage Current ±200 0 < V(N < Vcc

C|N Input Capacitance 10 PF f = 1 MHz

COUT Output Capacitance 20 PF f = 1 MHz

icc 200 mA

A.C. CHARACTERISTICS

A.C. Measurement Conditions

I) Ta = 0° to 70°C, Vcc = 5V ± 10%

II) The AC measurements are done at the following
voltage levels for the various kinds of Inputs and
outputs

a) TTL Inputs and oututs: 0.8V and 2.0V
The Input voltage swing Is 0.4 to 2.4V at least
with 3-10 ns rise and fall times.

b) MOS outputs: The rise and fall times are mea
sured between 0.6Vand 3.6V points. The high
time Is measured between 3.6V points and the
low time Is measured between 0.6V points.

c) Differential Inputs and outputs:
The 50% points of the total swing are used for
delay measurements. The rise and fall times of
outputs are measured at the 20 to 80% points.
The differential voltage swing at the Inputs Is
at least ±250 mV with rise and fall times of

3-15 ns measured at ±.2 volts.

Ill) The AC loads for the various kind of outputs are
as follows:

a) TTL and MOS: A 20-pF Capacitor to GND

b) Differential: A 10-pF Capacitor from each ter
minal to GND and a termination load resis

tor of 78 ohms In parallel with a 27 micro
henries Inductor between the two terminals.
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TRANSMIT TIMING

Symbol Parameter MIn. Max. Unit

ti TXC Cycle Time 99.99 100.01 ns

t2 JXC Fall Time 5 ns

*3 TXC Rise Time 5 ns

U TXC Low Time 40 ns

ts High Time 40 ns

te Transmit Enable/Disable to TXC Low 50 ns

t? TXD Stable to T)^ Low 50 ns

ts Bit Cell Center to Bit Cell Center of Transmit Pair Data 99.5 100.5 ns

t9 Transmit Pair Data Fall Time 1.0 5.0 ns

tio Transmit Pair Data Rise Time 1.0 5.0 ns

til Bit Cell Center to Bit Cell Boundary of Transmit Pair Data 49.5 50.5 ns

tl2 TRMT starts approaching its high level from Last Positive Transition of
Transmit Pair Data during idle.

160 ns

TRANSMIT TIMING

^ ts |-* t2 ^
TXC

/  \ last bit /"
1 1 1 1/0 1

TRMT.

TRMT (LAST BITrrXpczXDoqix
0  0

DDO
k k

IT, TRMT (LAST BIT =1) IIDO(

tl2

+

/

,1^

-ti2-

T
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RECEIVE TIMING

Symbol Parameter Min. Max. Unit

tl3 Receive Pair Signal Pulse Width (at - .25V differential signal) of First
Negative Pulse for a) Signal Rejection by Noise Filter,
b) Noise Filter Turn-on in order to Begin Reception 50

30 ns

ns

tl4 Duration which the RXC is held at low state 1200 ns

tl5 Receive Pair Signal Rise/Fall Time at ±.2 volt 15 ns

tl6 Receive Pair Signal Bit Cell Center to Bit Cell Center allowing for
timing distortion
In preamble
In data

70

60

130

140

ns

ns

tl7 Receive Pair Signal Bit Cell Center to Bit Cell Boundary allowing for
timing distortion
In preamble
In data

20

10

80

90

ns

ns

tl8 Receive Idle Time Before the Next Reception can Begin (as measured from
the deassertion of CRS)

a /AS

tl9 Receive Pair Signal Return to Zero Level from Last valid Positive Transition 0.20 5 /AS

t20 CRS Assertion delay from the First received valid Negative Transition of
Receive Pair Signal

100 ns

Symbol Parameter Min. Max. Unit

t21 CRS Deassertion delay from the Last valid positive transition received
(when no Collision-Presence signal exists on the transceiver cable)

300" ns

t22 RXC stopped from the first valid negative transition of RCV/RCV 150 ns

*23 RXC delay from RCV/RCV Bit Cell Center 100 ns

*24 RXC Jitter ±5.0 ns

*25 RXC Rise/Fall time 5 ns

*26 RXC High/Low time 40 ns

*27 Receive Data Stable before the Negative Edge of RXC 30 ns

*28 Receive Data Held valid past the Negative Edge of RXC 30 ns

*29 Carrier Sense deasserted before the Negative Edge of RXC 10 30 ns

*30 Receive data Rise/Fall time "•o ns

*31 From the time CRS is deasserted until the time it can be asserted again 5 7 /AS

*NOTE;
CRS Is deasserted synchronously with the RXC. This condition Is not specified in the Ethernet specification.
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RECEIVE TIMING: START OF FRAME

RCV

RCV

-tl4-

-tzo-

xzz3c=ici:3ooc
-ti6-

*17 *17

*25

-*23-

-*22-

*28 -

*30 ^ K H K *30
^sL—k

•THIS CLOCK PULSE MAY NOT BE A VALID CLOCK PULSE.

*26

*26

RECEIVE TIMING: END OF FRAME

RCV (LAST BIT = 0) \/ S/ S/ S/~
RCV yK

-*19-

RCV (LAST BIT = 1) V S/"
RCV /S-.

-ea-

-22-

-*19 -

-*21 -

CRS

-*18-

-«a-

-*31-

*29

0  1

_

•NOTE: CRS CAN BE TRIGGERED ON AGAIN BY THE COLLISION-PRESENCE SIGNAL.
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COLLISION TIMING

Symbol Parameter Min. Max. Unit

*32 CLSN/CLSN Signal Pulse Width (at - .25V differential signal) of First
Negative Pulse for Noise Filter Turn-on

30 ns

*33 OLSN/CLSN Cycle Time 86 118 ns

*34 CLSN/CLSN Rise/Fall Time at ±.2 volts 15 ns

*35 CLSN/CLSN Transition Time 35 70 ns

*36 CDT Assertion from the First Valid Negative Edge of Collision Pair Signal 75 ns

*37 CDT Deassertion from the Last Positive Edge of CLSN/CLSN Signal 200 ns

*38 CRS Deassertion from the Last Positive Edge of CLSN/CLSN signal (If no
post-collision signal remains on the receive pair.)

350 ns

*39 CRS stable before the negative edge of RXC at deassertation 10 30 ns

COLLISION TIMING

*35 *35
-<34

<32 - <33 -

H

■ <34

- <36 -

/

t37

y

-<38-

\ \ \ \ \

<39 -

NOTES:

1. CRS WILL BE DEASSERTED FOR A PERIOD UP TO 7 mSEC MAXIMUM
WHEN RCV/RCV OR CLSN/CLSN TERMINATES, WHICHEVER OCCURS
LATER.

2. CRS WILL REMAIN ASSERTED AFTER THE CLSN/CLSN SIGNAL

TERMINATES IF RCV/RCV SIGNALS CONTINUE.

h
"T

LOOPBACK TIMING

Symbol Parameter MIn. Max. Unit

*40 LPBK asserted before the first attempted transmission 500 ns

*41 Simulated collision test delay from the end of each attempted transmisssion .5 1.0 /xs

*42 Simulated collision test duration .5 1.0 flS

*43 LPBK deasserted after the last attempted transmission 5 fxS

NOTE:
In Loopback mode, RXC, RXD and CRS function In the same manner as a normal Receive.
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LOOPBACK TIMING

(LAST BIT)

(NOTE 1)

"V

NOTE:

1. DURING LOOPBACK. THE 82501 RECEIVE CIRCUITRY USES 12 BIT TIMES
WHILE THE PLL LOCKS ON THE DATA. AS A RESULT. THE FIRST 12 BITS
ARE LOST.
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